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Overview of the MEC Hackathon setup for
application developers

Abstract

This tutorial is providing an overview of the overall setup offered to
Hackathon participants, with MEC servers available and remotely
accessible from developers. Registered users will be able to try the
OpenNESS and understand how to develop MEC applications
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Edge Computing overview

Delivering Cloud Native Platforms for the Edge
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Edge computing spanning a variety of network locations, form factors, and functions
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Providing a Hackathon Edge Platform For Application Developers

Annual Droidcon event: Past MEC Hackathons:
https://it.droidcon.com/2020/hackathon

= 18-19 September 2018: 3 parallel events (link): Berlin (co-located
with Edge Computing Congress), Beijing (China), and Turin (Italy);

= 17-18 September 2019: 2 parallel events (link): London, UK(co—
located with Edge Computlng Congress) ara-ct—"

m 18 Noyzmsmst— - \nnovat\on
——— ¢ edbaCk 10 the Standards MEC
ment, 1€

o o developers engage

[25-26 November 2020,
in collaboration with
Droidcon (link):
F2F (co-located with

S Droidcon Italy),

Developers communit -

shouldpbe engaged, toy dr0|dC0n M EC HaCkathon f“ now al;z::‘(—)?rEAL and

increase the adoption of N o j
that technology
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The publication of a
great standard is not
enough. It also needs to
reach-out the end users.



https://www.etsi.org/events/1694-2020-04-droidcon-mec-hackathon
https://www.etsi.org/newsroom/news/1345-2018-10-news-etsi-mec-hackathons-bring-developers-together-in-china-germany-and-italy-to-trial-edge-computing-solutions
https://www.etsi.org/newsroom/press-releases/1648-2019-09-developers-at-mec-hackathons-endorsed-by-etsi-challenged-to-trial-edge-computing-for-5g-in-uk-and-china
https://www.etsi.org/newsroom/press-releases/1648-2019-09-developers-at-mec-hackathons-endorsed-by-etsi-challenged-to-trial-edge-computing-for-5g-in-uk-and-china
https://it.droidcon.com/2020/hackathon

Providing a Hackathon Edge Platform For Application Developers
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Need For

Virtual Participation
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Main Considerations
for attracting the Hackathon Developers ecosystem

= Remote/cloud availability of the edge environment: Remote
availability of the edge environment was an important criterion in the
successful execution and participation of developers worldwide.

» |solation and privacy: The provided machine setup must provide each
developer team with its own isolated environment, each with a
dedicated OS, on a single and powerful hardware platform running
OpenNESS.

Edge SW development environment availability: The solution must
provide the latest version of OpenNESS toolkit, MEC Location AP,
OpenVINO, and other software tools to each participating
developer/team.

= Repeatable and fast deployment: To support a new team joining the
hackathon, the server should be set up to instantiate new copies of
the VM images. Also, in case of a version upgrade of OpenNESS, a new
VM can be created to support the update once and then reused for all
developers.

Droidcon MEC Hackathon 2020 intel
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Hardware Assets Offered

For the Developers ecosystem :

Virtual Infrastructure

-

- a collaboration with Equinix EQUINIX
HW Bare Metal Servers and Interconnection From Equinix
The company is a leader in global colocation data center market share, with 210 data centers in 25 countries on five continents.
F2F Infrastructure
- a collaboration with Cisco.

NI
The Cisco UCS Platforms for the MEC Hackathon CiIsco

Droidcon MEC Hackathon 2020
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Software Assets offered

O O O
* OpenNESS Environment Supporting
= OpenVINO Edge Application Deployme
=" oneAPI

= | ocation API stack (location APl installation -a collaboration with

Links foundation). a _ D)
Droidcon MEC hackathon

On any of the abow Events > challenge

Sl ©  Nov 25 - Deepdive on OpenNESS

(online tutorial)

custom

iy < Nov 25t - Hands-on session with oneAPI
MOEERNE - Nov 26'™ - ETSI MEC Location API itions. The

Open'V2D) . . 1ference

accelerauun.
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Open Network Edge Services Software: OpenNESS

www.openness.org

OpenNESS is an open source MEC software toolkit that enables
highly optimized and performant edge platforms to on-board
and manage applications and network functions with cloud-like agility
across any type of network

9 A ®

MODULAR MICROSERVICES CONSUMABLEAS A
ARCHITECTURE WHOLE OR IN PARTS
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Virtual Participation

For the developers who wanted to attend the
hackathon competition virtually.
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Virtual
'‘Edge SW Development’ Environment Setup

The following steps were taken to set up the remote environment:

1. Pod Server Selection

* Global Server Availability-Close to the Developers

v -

leveloper
TeamA  —— pff Intgrnet 6
Developer- Application deviopers located worldwide
on D o

Team A- An Example of How a team of different Applicati Sveloper
developers present F2F at hackothan location in Turin,Italy over the -
internet can access individual Pods . -

2. VM Environment Creation For mulitple pods

Bare Metal Host Machine

* Isolation & Privacy [Vm }

== CentOS LT

192.168.122.234

e ey
INTEL VIRTUALIZATION TECHNOLOGY (NTEL V1) (i wremos |}@ Lo 30

HARDWARE-ASSISTED PORTFOLIO OF CAPABILITIES TO ENHANCE VIRTUALIZATION |~ | (_sszae8az22es ™~ ™= (u] ~ om0

192.168.122.246

Physical
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'‘Edge SW

faards

OpenVIN® Client
oneAPT Simulator Team #2
OpenNESS OpenNESS
Compute Node Control Node
VM 3 VM 4
OpenNESS OpenNESS )
Compute Control Client
Node Node Simulator Team #1
VM 1 VM 2
Host VIM
Host Operating System
Intel® Xeon®

[ v-EQUINIX

Bare Metal Machine

Processors

|

Single Node Set up with OpenNESS installation
for 2 Developers Teams on the same Equinix machine

Droidcon MEC Hackathon 2020

Virtual

Development’ Environment Setup

3. OpenNESS installation

= We opted for latest OpenNESS platform
(Release 20.06) [1] having both controller node
and compute node running on a single VM.

» A Client Simulator (containing the Client App) is
instead instantiated in a separated VM running
on the same Packet/Equinix machine .

* Edge SW Development Environment

intel.
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Virtual
'‘Edge SW Development’ Environment Setup

4. Final configuration of the end-to-end environment provided isolated environments for
each of the participating teams, each with its own OS on a single and powerful platform.

[ User B #1 STATIC External PublicIP: | . .

Firewal DHCP Connections
Must allow outgoing SSH, HTTP, HTTPS, FTP, VPN ports

Cloud

Gigabit switch

- Dataplane MNetwork

. - - Management
Open
Participant X fﬁ
':=..I
Edge Node + CTRL Node [t ient Ul
Participant ¥ VM 3 EQuUiImMIX
192.168.122.246:22

- Remote pod

Droidcon MEC Hackathon 2020
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Virtual

'‘Edge SW Development’ Environment Setup

Internet

User 2

Public IP; Port B

Public IP: Port C

Public IP: Port D

v 1dv.1lvd

Edge Node + CTRL Node LIRS Client SIM
rticipant X VM1 VM2
192.168.122.234:22 192.168.122.236:22
i
Edge Node + CTRL Node [ Client SIM
rticipant Y VM3 M4
192.168.122.246:22 192.168.122.248:22 '

* 1 Pod = 3 Teams

N

Cloud

DHCP Connections

Must allow outgoing SSH, HTTP, HTTPS, FTP, VPN ports

EQUINIX

.-~~~ Remote pod

Gigabit switch

- Dataplane Network
- Management

WIP: Access Point for F2F to connect
phones, laptops

Droidcon MEC Hackathon 2020

NOTES:
= Client app running
> On customer terminals (laptops) OR
> On Client Simulator (for
debugging/testing purposes).
* Customer laptops are connected to the Edge
Node through internet.
* C(Client Simulator can be used to :
> test Openness setup locally (w/o
dataplane going through Internet)
> In case of Internet issues (connectivity,
low throughput, high latency)

Total of 1 server required for each
Remote POD serving up to 3 teams:
* For TEAM #1 (2VMs Assigned) i.e.
* 1 VM having
» 1 Controller
» 1 Edge Node
+ 1 Simulator VM per team
* Based on VM requirements we

anticipate we can support 10 VMs per

server

intel.
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Remote Pod Setup

faseds.

@penVIN@" Client
oneAPT Simulator
OpenNESS OpenNESS
Compute Node Control Node
VM 3 VM 4
OpenNESS OpenNESS )
Compute Control _C“e“t
Node Node Simulator
I VM 1 VM 2
| Host VIM
Host Operating System
l"."."-' EQUINIX Intel® Xeon®

[

Bare Metal Machine

Processors

Single Node Set up with OpenNESS installation

for 2 Developers Teams on the same Equinix machine

Droidcon MEC Hackathon 2020

Assets offered to the Developers at hackathon
» openNESS platform
MEC location API

>
> oneAPI framework
>

Applications —open VINO
Team #2

For Example: Team#1

2 VMs Allocated i.e VM1 and VM2
» HD space - 80 GB per Team

Team #1 * VM1 6C_)GB

* VM2 (simulator)20GB

» RAM - 48 GB per Team
+ VM1 32GB

. VM2 16GB 7

Single-node network edge cluster - A single-node cluster scenario,
that is, a single machine working as a control plane and node,? was
developed for both pod setups. This type of installation is very
effective for resource-constrained edge deployments. Also, co-
locating the control plane improves reliability by removing a point of
failure.

intel.
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https://www.openness.org/docs/doc/getting-started/network-edge/controller-edge-node-setup#single-node-network-edge-cluster

F2F Participation

For the developers who wanted to attend the
hackathon competition onsite — Italy . L1

‘ -
-
B o ThN

droidcon MEC Hackathon

¢
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F2F Pod Setup

To enable F2F participation, two types of server pod configurations were used:

Pod configuration 1:

3 Cisco Machines

Team#1
OpenNESS OpenNESS .
Compute Control S.Chel":
Node Node imutator
Host Host Host
Operating Operating Operating
System System System
Cisco Cisco Cisco
Machine Machine Machine
1 2 3

- Most Server/Machine used
+ Easiest to install
+ Best Performance

Pod configuration 2:
2 Cisco Machines

Team#2

OpenNESS OpenNESS ‘

Compute Control Lo

Simulator

Host
Host

I Node Node I

. Operating
Operating System System
Cisco Csco
Machine Machine
1 2

\___/

+ Less Server/Machine used
+ Easy to install
+ Good Performance

Pod configurations for F2F participation
(example for two developers' teams on different Cisco servers)

Droidcon MEC Hackathon 2020

» Pod configuration #1 used three Cisco servers,
each having an OpenNESS compute node,
OpenNESS control node, and client simulator
respectively.

» Pod configuration #2 used two Cisco servers. One
of these servers had the OpenNESS installation
with a combined controller and edge node, and
one server was running the client simulator.

OpenNESS website - https://www.openness.org/news-and-
events/openness-20-06-released

Reduce Cost

Single node Deployment latest OpenNESS platform (Release
20.06) having both controller node and compute node running on
a Single Machine.

intel.
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Final F2F Setup- at Turin, Italy

~

Internet

\/_

~ Cloud

Firewall
DHCP Connections: Must allow outgoing SSH, HTTP, FTP, VPN ports

Public IP: Port A Public IP: Port B Public IP: Port C Public IF: Port D Public IP: Port E

Public IP switch

Management and Ogggplang

are on differgnt VLANs \
10.10.20.27 10.10.20.28 10 10.20.29 ( 10.10.20.30 10.10.20.31 ‘ open
CTRL Node Edge Node ClientSim I CTRL + Edge Node ClientSim I
OVS/ OVS - DPDK OVS/ OVS - DPDK é?a‘
Apps | Apps Apps | Apps
| I N Ir
Participant X Participant Y CIscO
\ 1 F2F pod

aam s = o Es s s

Single Node Deployment
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Final F2F Setup-at Turin, Italy

. Hardware:
- \ Cisco provided a cluster of six Cisco UCS Servers C240 - M5
internet equipped with: Intel® Xeon® Gold 6132 Processor
S
~ Cloud

Firewall
DHCP Connections: Must allow outgoing SSH, HTTP, FTP, VPN ports

Public IP: Port A Public IP: Port B Public IP: Fort C Public IP: Port D Public IP: Port E

—E—— "
I —— Public IP switch

Management and Dg
are on differe

—_—— = ——
——— —

10.10.20.27 10.10.20.28 10.10.20.29 10.10.20.30 10.10.20.31 Qpen
CTRL Node Edge Node ClientSim CTRL + Edge Node ClientSim
OVS/ OVS - DPDK OVS/ OVS - DPDK C a
Apps | Apps Apps | Apps
T Ir
Participant X Participant Y CISCO
F2F pod

1-Intel and Xeon are trademarks of Intel Corporation or its subsidiaries
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https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-739279.html

Conclusions

The main advantages of the presented cloud-ready network-outside solution for the
hackathon include the following:

» Specifically designed to address common challenges with edge deployments

» Virtualized Solution :Leverages virtualization technologies to install OpenNESS so

that edge computing infrastructure can be shared, replicated, and installed quickly
on other MEC nodes.

* Enables more resources to be allocated, such as memory or SSD space allocation,
depending on the developer’'s application usage. Infrastructure will help in a faster
deployment and upgrade of individual VMs with the latest OpenNESS software.

" |n case of addition of a new team to the hackathon, no new servers are needed,
thanks to the ability to instantiate new copies of the VM images on the machine.

Droidcon MEC Hackathon 2020 ||"\te|®
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Intel Notices and Disclaimers

» [ntel provides these materials as-is, with no express or implied warranties.

» All products, dates, and figures specified are preliminary, based on current expectations, and are subject to change without
notice.

» Intel, processors, chipsets, and desktop boards may contain design defects or errors known as errata, which may cause the
product to deviate from published specifications. Current characterized errata are available on request.

= |ntel technologies' features and benefits depend on system configuration and may require enabled hardware, software or
service activation. Performance varies depending on system configuration. No product or component can be absolutely
secure.
Check with your system manufacturer or retailer or learn more at http://intel.com.

= Some results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and
provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect
your actual performance.

» Intel and the Intel logo are trademarks of Intel Corporation in the United States and other countries.

= *Other names and brands may be claimed as the property of others.
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